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Word embedding is a memory-intensive feature representation

Pretraining Downstream models

Word embeddings
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• Deep compositional code learning (DCCL)

• Kmeans

• Dimension reduction (e.g. PCA)

• Uniform quantization
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Compression is critical for deployment under memory budget
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1. Shu et al. 2017 2. Andrews et al. 2015 3. Pearson et al. 1901

4

4. Pearson et al. 1901

Word embedding compression
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What determines the model accuracy of models trained with

Compressed word embeddings?

How to optimize the model accuracy under memory 

budgets for the compressed word embeddings?

&

Key research questions
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A new quality measure of compression word embedding

Uncompressed and compressed embedding

Eigenspace overlap (EO)

Intuition
More similar spans of left singular vectors,

better model acc. relative to uncompressed embeddings

SVD



Understanding and Optimizing the Statistical Performance of ML Models under Memory Budgets

6

In the context of fixed design linear regression

Test MSE of fixed design regressors

Label vector sampled from  

Theory sketch
Model acc. can be bounded in terms of eigenspace overlap

Uncompressed embedding 𝑋

Compressed embedding ෨𝑋
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Empirical observation
EO attains better correlation with downstream model acc.

Beyond fixed design regression
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Beyond fixed design regression

Empirical observation
EO explains the strong performance of simple uniform quantization
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Eigenspace overlap as an embedding selection criterion

Utility
Up to 2X lower selection error than existing quality measures

Table 1. Selection error rate of quality measures as embedding selection criteria
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Which compressed word embedding 

attains better model accuracy?
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Summary

Theoretical connection 

b/w eigenspace overlap & 

model acc. for FDR setting

Strong empirical correlations 

b/w eigenspace overlap &

model acc. beyond FDR

Guide selection of 

compressed embeddings 

with improved model acc.

Understanding the statistical performance
Optimizing under

memory budgets


